
Unmasking Digital Deception: Defending 
Your Organization Against AIPowered 
Misinformation
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Welcome!
Iʼm Nick Loui, Co-Founder & CEO of PeakMetrics

LinkedIn: https://www.linkedin.com/in/nloui/

X Twitter): @nloui
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https://www.linkedin.com/in/nloui/


“A lie can travel halfway 
around the world while the 
truth is still putting on its 

shoes.ˮ  
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Not Just a Government Problem Anymore
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Misinformation vs. Disinformation

Misinformation also describes 
false content, but the person 

sharing doesnʼt realize that it is 
false or misleading. Often a 
piece of disinformation is 

picked up by someone who 
doesnʼt realize itʼs false and that 

person shares it with their 
networks, believing that they 

are helping.

Disinformation 
Content that is intentionally 
false and designed to cause 
harm. It is motivated by three 

factors: to make money; to gain 
political influence, either 

foreign or domestic; or to cause 
trouble for the sake of it.

Misinformation 
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Disinformation for Hire: 
The Dark Side of the Information Economy

Troll Farms

Bots

Fake News Sites

Influencers

Fake News Stories

Recontextualized 
Stories

Deep Fakes

Brand / Reputation Damage

Loss of Trust

Financial Loss

Operational Disruption

Cybersecurity

Societal Disruption

Legal / Regulatory

Disinformation for Hire: The Dark Side of the Information 
Economy
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Disinformation as a Product
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The AI Effect
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Disinformation has become a critical aspect 
of many cyber-attacks

1. Disinformation is less expensive than traditional cyberattacks
2. Itʼs costly for companies
3. Anyone can spread it 
4. It spreads quickly 
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1. Misinformation & Disinformation Are Cheap
Disinformation is an inexpensive way to launch an attack on a business.

Anyone who wants to can actually purchase a disinformation campaign against your 
company, complete with fake news and misinformation that can be quickly spread.
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$78 Billion. 
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2. Itʼs Costly For Companies
With generative AI advancing, disinformation is now more sophisticated and widespread, making it 

crucial to detect and combat AI-driven threats before they cause damage to your bottom line. 

Eli Lilly: A tweet sent by a Twitter 
account impersonating Eli Lilly & Co. 

said, "insulin is free now," causing the 
company's stock to drop over 4% and 

leading the company to suspend all 
activity and advertising on Twitter.
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3. Anyone Can Spread It 
One of the biggest risks of disinformation is that it can come from anyone, 

anywhere. 
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Microsoft: Last week, a 
conspiracy theory about Microsoft 

began circulating on Telegram 
before spreading to other 

platforms, like X. The narrative 
claimed, weʼre being lied to about 

a Microsoft update, suggesting 
that the outage was not due to an 
update, as officially stated, but a 
cyberattack. The claim is from a 

very “good friendˮ in India. 

Epic Games: The group 
Mogilevich on Telegram claimed 
to have hacked Epic Games and 
stolen 189GB of data, which Epic 

quickly denied.  Mogilevich 
eventually admitted the claims 
were false, calling themselves 

“professional fraudstersˮ looking 
for quick cash.



4. It Spreads Quickly
Once a disinformation campaign has started, itʼs hard to put a stop to it. 

SEC On January 9, The Securities and 
Exchange Commissionʼs official X account 

was hacked, falsely announcing the 
approval of bitcoin ETFs. 

Bitcoin briefly surged to nearly $48,000 
before SEC chair Gary Gensler clarified the 

post was unauthorized, stating that no 
bitcoin ETFs had been approved. The SEC 

later confirmed its account had been 
compromised.
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Is Your Organization a Target?

High Visibility Taking a Public 
Stance

Undergoing a 
Major Deal

A Strong Social 
Media Presence
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New Products Broader 
Industry Issues

Sensitive Data / 
Regulated 
Industry



DISARM The Foundation for Cognitive 
Security
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What is Narrative Intelligence?
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Target a brandʼs reputation by 
spreading false or misleading 

narratives across social 
media, news outlets, and other 
platforms, like the deep web. 

Narrative Intelligence
The strategy governments and 

organizations use to detect, 
decipher, and defend their 

reputation from AI-powered 
narrative threats, like 

misinformation, 
disinformation, deepfakes, 

and bots.

Narrative Attacks 



Detect. Decipher. Defend. Framework

Decipher  

Understand 
Threats

Add Context 
to Data 

Detect 

Social Data

Online News 

Broadcast 

Narrative 
Identification

Defend Response 
Planning

Escalation

Remediation 
Support
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A customizable framework for cyber security teams to proactively understand and defend 
against emerging online narrative threats like misinformation, disinformation and deepfakes.



Detect
Timing is critical for cyber security teams. Proactive detection allows teams to get ahead of 
issues through early identification and helps to understand if digital deception is at play.

● Always on intelligence feed
● Monitor fringe platforms
● Team or tool to identify narratives taking shape 

Politics: The day after the assassination attempt on Trump, 
YouTuber and musician Ryan Upchurch posted on TikTok, 

questioning why the authorities were "covering up the water tower." 
His post sparked others to share Google Earth images of the Butler 

County fairgrounds. These images were later picked up by 
conspiracy accounts like SGT News on Telegram and John Cullen on 

X, who alleged the involvement of a second shooter.
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Decipher
Add context to gain a complete understanding and assess threat levels. 

● Check the source credibility. 
● Uncover the origin, key authors and domains driving the conversation. 
● Monitor languages to understand the conversation across regions. 
● Develop a list of top factors to quantify the potential impact of a narrative threat.
● Look at social media follower count as a way to discover bot-like-activity. 

All these factors help to determine if itʼs a threat you need to defend against, or a passing fad. 

Politics: Last November, Rep 
Marjorie Taylor Greene sparked 
backlash after sharing Russian 
Propaganda claiming Ukrainian 

President Zelensky's closest 
associates bought two yachts. 
Knowing the origin of a post is 
critical to understanding the 

credibility. 

Olympics: Ahead of the Paris 
Olympics, Iran was online 

amplifying calls to ban Israel from 
the games. PeakMetrics examined 
indicators of bot-like activity in the 

50,000+ mentions of the 
#BanIsrael narrative. 25% of these 

posts were from accounts with 
less than 100 followers. 
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https://www.newsweek.com/topic/volodymyr-zelensky


Defend
Cybersecurity professionals are the first line of defense, detecting risks and assessing threat 
levels. Once a narrative is identified as a threat, the next step is your defense strategy.

● Set up an internal alert process 
● Communicate the determined threat level and perceived risks.
● Know when to loop in your Communications team with a repeatable response plan to counter threats. 
● Provide clarity on the truth.  
● Issue takedown notices when necessary 
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Future Proofing: Why This Matters
Itʼs the age of digital transformation. And itʼs accelerating. 

Customers reward security champions. As new threat vectors, like misinformation and 
disinformation become more sophisticated, having a plan in place to identify and combat risks is 
critical. 
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Thank You! 

LinkedIn: 
https://www.linkedin.com/in/nloui/
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